Effect of compression—tension loading reversal on the strain to fracture of dual phase steel sheets
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ABSTRACT

The effect of loading direction reversal on the onset of ductile fracture of DP780 steel sheets is investigated through compression—tension experiments on flat notched specimens. A finite strain constitutive model is proposed combining a Swift-Voce isotropic hardening law with two Frederick-Armstrong kinematic hardening rules and a Yoshida-Uemori type of hardening stagnation approach. The plasticity model parameters are identified from uniaxial tension-compression stress—strain curve measurements and finite element simulations of compression—tension experiments on notched specimens. The model predictions are validated through comparison with experimentally-measured load—displacement curves up to the onset of fracture, local surface strain measurements and longitudinal thickness profiles. In addition, the model is used to estimate the local strain and stress fields in monotonic fracture experiments covering plane stress states ranging from pure shear to plane strain tension. The extracted loading paths to fracture show a significant increase in ductility as a function of the compressive pre-strain. A Hosford-Coulomb damage indicator model is presented to provide a phenomenological description of the experimental results for monotonic and reverse loading.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Predicting the onset of ductile fracture has been an active field of research for more than 50 years. In particular, the fracture initiation after monotonic proportional loading paths has been investigated intensively (e.g. Brunig et al. (2008), Bai and Wierzbicki (2008, 2010), Sun et al. (2009), Li et al. (2011), Gruben et al. (2011), Chung et al. (2011), Lecarme et al. (2011), Khan and Liu (2012), Luo et al. (2012), Huespe et al. (2012), Malcher et al. (2012), Lou et al. (2014)). In industrial practice, in particular during sheet metal forming, ductile fracture often initiates after complex non-proportional loading histories. Among these, reverse loading is an important non-proportional loading condition which prevails for instance when a sheet is bent and unbent as it is drawn over a die radius.

Simulating the mechanical response of ductile materials up to the point of fracture initiation requires the accurate modeling and identification of the hardening behavior of the material at large strains. Many plasticity models for reverse loading have been developed for life-cycle analysis. As a result, most experimental procedures are designed for characterizing...
the small strain response only. One of few exceptions are the reverse shear experiments of Barlat et al. (2003) on 3 mm thick 1050-O aluminum sheets. Using wide shear specimens with a narrow gage section of reduced thickness, they achieved shear strains of up to 0.22 prior to loading direction reversal. Yoshida et al. (2002) presented an experimental study on the kinematic hardening response of sheet materials involving a finite strain compression phase. They bonded several flat specimens together and inserted the stack of specimens in an anti-buckling device during testing. Other examples of the use of anti-buckling devices for testing sheet materials under in-plane compression can be found in Dietrich and Turski (1978), Kuwabara (1995), Yoshida et al. (2002), Boger et al. (2005), Cao et al. (2009) and Beese and Mohr (2011).

The large strain compression—tension experiments by Yoshida et al. (2002) show that DP steels feature a Bauschinger effect, transient behavior, permanent softening and work hardening stagnation. Recall that the Bauschinger effect corresponds to an early yield after load reversal (Fig. 1b and d), transient behavior corresponds to a high hardening rate in the elasto—plastic transition regime resulting from load reversal (Fig. 1d); permanent softening prevails when the stress level after loading reversal remains below that for monotonic loading for the same equivalent plastic strain (Fig. 1b); work hardening stagnation causes a significantly reduced hardening rate after the transient hardening regime (Fig. 1c).

Detailed reviews of kinematic hardening models are found in Chaboche (2008) and Eggertsen and Mattiasson (2009, 2010, 2011). Prager (1956) type of kinematic hardening, also referred to as linear kinematic hardening, describes both the Bauschinger effect and permanent softening. The main shortcoming of this model is the intrinsic coupling of both effects, i.e. a material exhibiting a Bauschinger effect without any permanent softening cannot be described with Prager’s model. Furthermore, it describes neither transient behavior nor work hardening stagnation. Also, this type of hardening is unbounded and results in a persistent and often unrealistic rate of hardening at large strains. The Armstrong and Frederick (1966) kinematic hardening rule, also referred to as non-linear kinematic hardening model, describes the Bauschinger effect and transient behavior. The governing differential equation includes a recall term which activates the so-called dynamic-recovery.

![Fig. 1. Comparison of the von Mises stress versus equivalent plastic strain curve for monotonic loading with that after loading reversal at a strain of 0.1 to illustrate different hardening model assumptions: (a) isotropic hardening, (b) permanent softening, (c) work hardening stagnation, (d) transient behavior.](image-url)
The recall term is co-linear to the back stress tensor and is proportional to the increment in equivalent plastic strain. As a result, the evolution of the back stress is no longer linear unbounded and converges towards a saturation value under monotonic loading. Two parameters are used, one to control the Bauschinger effect and one for the transient behavior. However, the Armstrong–Frederick model describes neither permanent softening nor work hardening stagnation.

For improved approximations, several non-linear kinematics hardening models can be added with different recall constants characterizing the back stress evolution (Chaboche et al., 1979; Chaboche and Rousselier, 1983). These models give good predictions in the case of cyclic loading in the range of small strains, as they are able to describe the Bauschinger effect with great accuracy. The special case of coupling linear kinematic hardening with non-linear kinematic hardening provides good predictions in the case of moderate and large strains as it describes the permanent softening behavior during reverse deformation, especially with advanced high strength steels free from work hardening stagnation (Yoshida et al., 2002). However, the permanent softening effect is only represented through the linear kinematic term. As a result, an increase of the amount of permanent softening in the model always results in an increase in the strain hardening at large strains.

Mroz (1967) proposed a multi-surface model framework to describe strain hardening. This idea was developed further by Dafalias and Popov (1976) by making use of a bounding surface in addition to the yield surface, with the distance between these two evolving surfaces defining the rate of strain hardening. Chaboche (2008) argues that a model featuring a combination of linear and non-linear kinematic hardening terms in addition to isotropic hardening can replicate the performance of a Dafalias-Popov type of model. However, one advantage of the Dafalias-Popov type of formulations is that the material response to monotonic loading can be identified independently from its response to reverse loading. The Dafalias-Popov model has been developed further by Geng and Wagoner (2000) to account for permanent softening. Yoshida and Uemori (2002) enriched the model even further and incorporated work-hardening stagnation.

To the best of the authors’ knowledge, experimental results on the effect of loading direction reversal on the strain to fracture are scarce and only found for bulk materials in the open literature. Bao and Treitler (2004) performed reverse loading experiments on notched axisymmetric bar aluminum 2024-T351 specimens with compression followed by tension all the way to fracture. They observed a substantial increase in ductility due to pre-compression. Papasidero et al. (2015) made use of a biaxial testing machine to subject tubular fracture specimens to non-proportional loading. Their results also demonstrated that pre-compressing aluminum 2024-T351 increases the strain to fracture for subsequent loading at higher stress triaxialities.

The present paper investigates the effect of loading direction reversal on the strain to fracture in dual phase steel sheets. Section 2 presents an experimental procedure for the large strain pre-compression of 1 mm thick notched specimens prior to fracture testing. A finite strain plasticity model is presented in Section 3 combining elements of a non-associated plasticity model for advanced high strength steels (Mohr et al., 2010) with the non-linear kinematic hardening models of Chaboche (2008) and a Yoshida and Uemori (2002) type of work hardening stagnation approach. The plasticity model is then used in Section 4 to simulate all fracture experiments, before characterizing the effect of loading reversal on the strain at fracture initiation in Section 5. In the latter, a Hosford-Coulomb fracture initiation model with a non-linear damage accumulation rule is used to model the observed loading path effect.

2. Experiments

2.1. Material and specimens

All experiments are performed on specimens extracted from 1.06 mm thick DP780 dual-phase steel sheets provided by US Steel. Under uniaxial tension, the material exhibits an initial yield stress of about 450 MPa and an ultimate strength of about 800 MPa. The axial stress–strain response for uniaxial tension is approximately isotropic (since the red, black and blue curves lie almost on top of each other in Fig. 2a), while the Lankford ratios are mildly loading direction-dependent: $r_0 = 0.75$, $r_{45} = 0.77$, and $r_{90} = 0.95$.

Stocky dog-bone shaped specimens (UTC-specimens, Fig. 2b) are designed for uniaxial tension and compression testing. A gage section width of 10 mm is chosen to allow for the use of an anti-bucking device with a 5 mm wide central window for DIC strain measurement (Fig. 3c). As far as the choice of the gage section length (14 mm) is concerned, a compromise is sought between two competing effects: firstly, a large gage length-to-width ratio is desired to guarantee the validity of the assumption of uniaxial stress fields; secondly, a short gage section length is preferred to delay out-of-plane buckling under compressive loading.

To investigate the plastic material response at very large strains, flat notched specimens with a 20 mm notch radius (NCT-specimens, Fig. 3d) are employed to subject the material to a compression—tension loading sequence. Notches guarantee that the localized neck will form at the specimen center perpendicular to the loading axis. This facilitates the numerical simulation of the experiments (as compared to conventional uniaxial tension specimens where the position of the through-thickness neck is not known a priori).

All specimens feature 50 mm wide and 10 mm long shoulder areas. The specimens are extracted from sheet metal using water-jet cutting with the specimen axis aligned with the sheet rolling direction. Note that the edge quality of a water-jet cut is sufficient for the present experiments since fracture always initiates at the specimen center, i.e. away from the cut edges.
2.2. Experimental procedure

A hydraulic testing machine (Instron, Model 8802) is used to perform all experiments. Custom-made high pressure clamps are employed to attach the specimen to the testing frame (Fig. 3a and b). Unlike conventional wedge grips, the clamps work equally well under compression and tension. Accurate alignment of the upper and lower specimen grips is critically important to delay buckling (we recommend a tolerance of less than 0.1 mm for the parallelism of the top and bottom clamping surfaces). Furthermore, it is important to tighten the specimen clamps under active force control to avoid any plastic pre-compression due to the Poisson effect during clamping of the specimen.

Fig. 3a shows a photograph of the assembly of the floating anti-buckling device. The design is similar to that proposed by Beese and Mohr (2011) except for a change in type and number of springs and bolts to apply an increased average lateral pressure of about 3 MPa. Thin Teflon sheets are placed between the specimen and the device to minimize friction. Note that the applied lateral stress is very small (about 3 MPa) as compared to the axial stress in the specimen (about 800 MPa); its effect on the material response is thus neglected when processing the experimental results. The extensometer function of the digital image correlation software VIC2D (Correlated Solutions) is used to determine the relative vertical displacement of two points positioned on the longitudinal specimen axis at an initial distance of 12.5 mm and 10 mm for the uniaxial and notched tension specimens, respectively (as highlighted by blue dots in Figs. 2b and 3d). For the notched specimens, the average axial surface strain is also determined in the area of localized necking using a DIC extensometer of 2 mm length (red dots in Fig. 3d).
2.3. Experimental results

The experimental program includes:

- Tension followed by compression on UTC-specimens for tensile pre-strains of 0.05 and 0.10 (axial engineering strains), as well as
- compression followed by tension on NCT-specimens for compressive pre-strains of $-0.026$, $-0.064$, $-0.091$ and $-0.132$ (axial engineering strain at specimen center as measured with the 2 mm long virtual surface extensometer).

All experiments are performed at a cross-head velocity of about 1 mm/min. Monotonic tension experiments with and without anti-buckling device yielded identical results. This partially confirms that the effect of the lateral friction due to the anti-buckling device is negligible. True compressive strains, as high as $-0.2$, could be achieved without noticeable buckling. In Fig. 2a, the true stress–strain curve for monotonic compression along the rolling direction (green curve) is shown next to that for tension in Fig. 2a. The curve is only shown for strains of up to $-0.10$ as the effect of barreling makes the assumption of uniaxial stress fields invalid at larger compressive strains.

A summary of all measured force–displacement curves for experiments performed with loading direction reversal are shown in Fig. 4. For both stocky dogbone specimens (Fig. 4a) and notched specimens (Fig. 4b), all curves lie on top of each other during the initial phase of loading (tension phase for the UTC experiments, compression phase for the NCT experiments) which demonstrates the repeatability of the experimental procedure.

3. Combined Chaboche-Yoshida (CCY) plasticity model

A new plasticity model is presented combining elements of the non-associated plasticity model for advanced high strength steels of Mohr et al. (2010), the non-linear kinematic hardening models of Chaboche (2008) and a Yoshida and
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Uemori (2002) type of work-hardening stagnation approach. The model is embedded into the standard finite strain framework of the commercial finite element software Abaqus/explicit (Abaqus, 2012).

3.1. Yield surface

The center of the yield surface in the deviatoric Cauchy stress space is described through the back stress tensor $X$. The tensor $\xi$ is introduced to describe the relative position of a point in stress space with respect to the yield surface center

$$\xi = \text{dev}[\sigma] - X.$$  \hspace{1cm} (1)

Note from Fig. 2a that the stress–strain curves for uniaxial tension along the rolling, transverse and diagonal directions lie approximately on top of each other. We therefore use the isotropic von Mises equivalent stress measure to define the yield surface

$$f(\sigma, k) = \bar{\tau}_{VM} - k = 0,$$  \hspace{1cm} (2)

with

$$\bar{\tau}_{VM} := \sqrt{\frac{3}{2} \xi : \xi}.$$  \hspace{1cm} (3)

Fig. 4. Experimental results: (a) engineering stress–strain curves as obtained from uniaxial tension-compression experiments, (b) force–displacement curves as obtained from notched compression–tension experiments.
Note that the above yield surface corresponds to the isotropic von Mises yield surface if $X = 0$, whereas it is anisotropic otherwise.

### 3.2. Non-associated flow rule

Despite the isotropic stress–strain response under uniaxial tension, the measurements of the Lankford coefficients indicate some in-plane anisotropy in the material. An anisotropic non-associated flow rule (see Stoughton (2002), Cvitanic et al. (2008), Mohr et al. (2010)) is therefore chosen to describe the evolution of the plastic strain tensor. It is assumed that the increment in plastic strains $d\varepsilon^p$ is aligned with the derivative of the Hill–48 potential function in the $\xi$-space,

$$
\begin{align*}
  d\varepsilon^p &= d\lambda \frac{\partial \tilde{\sigma}_{\text{Hill}}}{\partial \xi} \\
  \xi_{\text{Hill}} &= \sqrt{\xi_1^2 + \xi_2^2 + (1 + 2G_{12} + G_{22})\xi_3^2 + 2G_{12}\xi_1\xi_2 - 2(1 + G_{12})\xi_1\xi_3 + 2(G_{22} + G_{12})\xi_2\xi_3 + G_{33}\xi_3^2 + 3\xi_1^2 + 3\xi_2^2 + 3\xi_3^2} 
\end{align*}
$$

In (4), $d\lambda \geq 0$ is the plastic multiplier, while the coefficients $G_{12}, G_{22}$ and $G_{33}$ are directly linked to the Lankford ratios,

$$
G_{12} = -\frac{r_0}{1 + r_0}, \quad G_{22} = \frac{r_0}{r_90} \frac{1 + r_90}{1 + r_0}, \quad \text{and} \quad G_{33} = \frac{1 + 2r_{45}}{r_90} \frac{r_0 + r_90}{1 + r_0}. 
$$

For ease of notation, we rewrite Hill’s equivalent stress (5) as quadratic form:

$$
\xi_{\text{Hill}} = \sqrt{\xi : G : \xi} 
$$

with the fourth-order tensor $G$.

### 3.3. Definition of the equivalent plastic strain

The equivalent plastic strain increment is defined as work-conjugate to the von Mises equivalent stress in $\xi$-space,

$$
\begin{align*}
  d\varepsilon_p &= \frac{1}{\xi_{VM}} \xi : d\varepsilon^p. \\
  d\varepsilon_p &= \frac{\xi_{\text{Hill}}}{\xi_{VM}} d\lambda.
\end{align*}
$$

Combining Eqs. (4) and (8), the relationship between the equivalent plastic strain and the plastic multiplier is obtained,

$$
\begin{align*}
  d\varepsilon_p &= \frac{\xi_{\text{Hill}}}{\xi_{VM}} d\lambda.
\end{align*}
$$

Note that in the absence of a back stress, the above definition of the equivalent plastic strain is the same as that proposed in Stoughton (2002), Mohr et al. (2010) and Mohr and Marcadet (2015).

### 3.4. Isotropic hardening

The isotropic hardening law describes the evolution of the deformation resistance $k$ during plastic loading. Formally, we write

$$
\begin{align*}
  dk &= \beta H[\varepsilon_p] d\varepsilon_p, \\
  H[\varepsilon_p] &= (1 - w)Q\tau e^{-r\varepsilon_p} + wAn(\varepsilon_0 + \varepsilon_p)^{n-1}
\end{align*}
$$

with the Voce parameters $(Q,r)$, the Swift parameters $(A,\varepsilon_0,n)$, and the weighting factor $0 \leq w \leq 1$.
3.5. Non-linear kinematic hardening

The evolution law for the back stress is described through the sum of two non-linear kinematic hardening rules,

\[ \dot{X} = \dot{\alpha}_1 + \dot{\alpha}_2, \]  

with the initial conditions \( \alpha_1(t = 0) = 0, X(t = 0) = X_0 \). The corresponding evolution equations read

\[ \dot{\alpha}_1 = \gamma_1 \left( \frac{2}{3} C_1 \frac{G : \xi}{\xi_{Hill}} - \alpha_1 \right) d\lambda \]  

and

\[ \dot{\alpha}_2 = \beta \gamma_2 \left( \frac{2}{3} C_2 \frac{G : \xi}{\xi_{Hill}} - \alpha_2 \right) d\lambda \]  

with the work hardening stagnation multiplier \( \beta \), and the material model parameters \( C_i \) and \( \gamma_i \). Note that in the non-linear kinematic hardening law, the back stress evolution direction is aligned with the non-associated plastic flow.

The two non-linear kinematic hardening rules serve different purposes. \( \alpha_1 \) is introduced to model the Bauschinger effect. According to the Frederick–Armstrong differential equation, the evolution of the back stress is no longer unbound under monotonic loading; it converges towards a saturation stress instead. The second term, \( \alpha_2 \), is introduced to model apparent softening. A linear kinematic hardening term is usually introduced which results in permanent softening. This has proven as a useful assumption when modeling the response of metals at moderate strains (Eggertsen and Mattiasson, 2011; Zang et al., 2011; Geng and Wagoner, 2000; Chun et al., 2002). However, according to our experimental observations, the softening effect appears to fade away for very large strains. In other words, instead of permanent softening, we introduce transient softening through a non-linear kinematic hardening rule. The key difference between transient softening and the Bauschinger effect is the strain scale, i.e. the Bauschinger effect fades away rapidly after a few percent of strain after loading reversal, whereas the strain scale associated with the transient softening effect is at least one order of magnitude higher. In the model, this is reflected in the choice of parameters (e.g. \( \gamma_1 = 10\gamma_2 \)). By introducing \( \beta \) in the evolution of the second backstress term only, the fast recovery from the Bauschinger effect remains fully active during the work hardening stagnation phase.

3.6. Work hardening stagnation

This part of our model is inspired by the work of Yoshida and Uemori (2002). Originally developed as a two surface model (Dafalias-Popov framework), we borrow some ideas from Yoshida and Uemori (2002) to define a constitutive equation for the work hardening stagnation multiplier \( \beta \).

The activation of work hardening stagnation depends on the loading history. To separate the effect of work hardening stagnation from the effect of the non-associated plastic flow, we characterize the loading path in terms of the strain-like path tensor

\[ \mathbf{p} = \int_0^{\tau} \sqrt{2^n} d\tau_p \]  

With \( \mathbf{n} \) denoting the normal to the yield surface, \( \mathbf{p} \) is equal to the plastic strain tensor in the case of associated plastic flow. A sphere of radius \( r \) is defined around a central point \( \mathbf{q} \) in a way that \( \mathbf{p} \) lies always inside (Fig. 5d). Denoting the distance between \( \mathbf{q} \) and \( \mathbf{p} \) as \( \delta \),

\[ \delta = \sqrt{(\mathbf{p} - \mathbf{q}) : (\mathbf{p} - \mathbf{q})}, \]  

we have

\[ \delta - r \leq 0. \]  

The work hardening stagnation multiplier is then defined as

\[ \beta := \frac{\delta}{r} \]  

with \( 0 \leq \beta \leq 1 \). The position and size of the sphere are permitted to change according to the evolution equations.
\[ dq = (1 - h)dp \]

\[ dr = \frac{h}{\beta} (p - q) : dp \]

if \( \beta = 1 \) (i.e. \( p \) is located on the sphere boundary, see Fig. 5b, e and f) and \( (p - q):dp > 0 \) (i.e. the loading direction \( dp \) points outwards). Note that (18) was chosen such that the consistency condition \( d\beta = 0 \) is readily fulfilled. The case \( \beta = 1 \) with \( d\beta = 0 \) corresponds to loading with no work hardening stagnation (Fig. 5b), i.e. isotropic and kinematic hardening are both fully
active. \( \beta = 0 \) represents the opposite limiting case of maximum work hardening stagnation. Different from the model proposed by Yoshida and Uemori (2002), we allow for partial work hardening stagnation, i.e. \( 0 < \beta < 1 \).

### 3.7. Summary of model parameters

The proposed plasticity model includes sixteen material model parameters:

- Three anisotropy coefficients \( \{G_{12}, G_{22}, G_{33}\} \) defining the non-associated flow rule
- Seven isotropic hardening parameters including the initial deformation resistance \( k_0 \), the Swift parameters \( \{\epsilon_0, A, n\} \), the Voce parameters \( \{Q, r\} \), and the weighting factor \( w \)
- The initial back stress tensor \( X_0 \)
- The Bauschinger parameters \( C_1 \) and \( g_1 \)
- The softening parameters \( C_2 \) and \( g_2 \)
- For work hardening stagnation parameter \( h \)

It is worth noting that the proposed Combined Chaboche-Yoshida (CCY) model reduces to a conventional Chaboche model when deactivating the work hardening stagnation option (\( h = 0 \)) and using \( G_{12} = 0.5, G_{22} = 1, G_{33} = 3, a_0 = 0 \).

### 3.8. Thermodynamic constraints

The starting point of our considerations is the free energy imbalance of the form

\[
\dot{\psi} = \sigma : \dot{\varepsilon}
\]

In addition to an elastic part \( \psi_e \), the free energy includes a plastic part \( \psi_p \) associated with kinematic hardening,

\[
\psi = \psi_e + \psi_p.
\]

which both must be positive, i.e.

\[
\psi_e \geq 0,
\]

\[
\psi_p \geq 0.
\]

Assuming the elastic strain energy potential

\[
\psi_e = \frac{1}{2} \mathbf{C} : (\mathbf{e} - \mathbf{e}_p) : (\mathbf{e} - \mathbf{e}_p),
\]

along with the elastic constitutive equation

\[
\sigma = \frac{\partial \psi}{\partial (\mathbf{e} - \mathbf{e}_p)} = \mathbf{C} : (\mathbf{e} - \mathbf{e}_p),
\]

the free energy imbalance may be substituted by the requirement of nonnegative rate of plastic dissipation:

\[
\dot{d}_p = \sigma : \dot{\varepsilon}_p - \dot{\psi}_p \geq 0.
\]

Next, we assume a plastic free energy of quadratic form

\[
\psi_p[\alpha_1, \alpha_2] = \frac{3}{4\gamma_i C_i} \alpha_i : \alpha_i
\]

which readily satisfies the non-negative requirement (23b) for \( \gamma_i > 0 \) and \( C_i > 0 \). After application of the back stress evolution Equations (13) and (14), the rate of change in the plastic free energy reads

\[
\dot{\psi}_p = \alpha_1 : \dot{\varepsilon}_p - \frac{3}{2C_1} \alpha_1 : \dot{\varepsilon}_p + \beta \left( \alpha_2 : \dot{\varepsilon}_p - \frac{3}{2C_2} \alpha_2 : \dot{\varepsilon}_p \right)
\]

Combining Eqs. (26) and (28), yields the rate of plastic dissipation.
\[
\dot{\sigma} = (\alpha_1 + \alpha_2 + \xi) : \dot{\varepsilon}_p - \psi_p = ((1 - \beta)\alpha_2 + \xi) : \dot{\varepsilon}_p + \frac{3\lambda}{2C_1} \alpha_1 : \alpha_1 + \beta \frac{3\lambda}{2C_2} \alpha_2 : \alpha_2
\]

\[
= (1 - \beta) \frac{\alpha_2 : G : \xi}{\overline{\tau}_{\text{Hill}}} + \frac{3\lambda}{2C_1} \alpha_1 : \alpha_1 + \beta \frac{3\lambda}{2C_2} \alpha_2 : \alpha_2 \geq 0
\]

(29)

The second term is unconditionally nonnegative. For loading outside the work hardening stagnation regime (\(\beta = 1\)), the thermodynamic constraints are readily satisfied even though a non-associated flow rule is used.

A constraint needs to be imposed on the material model parameters if \(\beta < 1\) and \(\alpha_2 : G : \xi < 0\). In that case, the non-zero dissipation condition is satisfied if

\[
-\alpha_2 : G : \xi \leq \frac{\alpha_2}{\overline{\tau}_{\text{Hill}}}
\]

(30)

To satisfy (30), it is sufficient to impose a constraint on the magnitude of the back stress tensor \(\alpha_2\),

\[
\sqrt{\alpha_2 : G : \alpha_2} \leq \overline{\tau}_{\text{Hill}}.
\]

(31)

According to the Frederik-Armstrong law, the evolution of \(\alpha_2\) is bound to

\[
\sqrt{\alpha_2 : G : \alpha_2} \leq \frac{2}{3} C_2 \lambda_{\max, G}
\]

(32)

with \(\lambda_{\max, G}\) denoting the largest eigenvalue of \(G\),

\[
\lambda_{\max, G} = \max \left\{ 3, G_{44}, 1 + G_{12} + G_{22} + \sqrt{1 + 4G_{12}^2 + 2G_{12}G_{22} + 2G_{12} + G_{22}^2 - G_{22}} \right\}.
\]

(33)

The free energy imbalance is thus satisfied if the model parameters respect the constraints

\[
\gamma_1 > 0, \quad C_1 > 0, \quad \text{and} \quad \frac{2}{3} C_2 \lambda_{\max, G} \leq k_0.
\]

(34)

4. Plasticity model identification and validation

The plasticity model parameters are identified in a two-step procedure:

1. A first set of parameters is determined using the experimental data of the UTC experiments whose domain of validity is limited by in-plane barreling and out-of-plane buckling at large compressive strains.
2. Subsequently, these parameters are used as seed values for an inverse parameter identification method based on experimental data for the NCT experiments in the pre- and post-necking range.

The inverse procedure involves finite element simulations of all experiments on NCT specimens up to the point of fracture and quantifies the difference between the simulation and experimental results. An improved second set of parameters is then obtained from the computational minimization of this difference.

4.1. Identification step I: determination of seed parameters

The anisotropy coefficients \(G_{12}, G_{22}\) and \(G_{33}\) of the Hill’48 flow potential are determined from the measured Lankford coefficients \(r_0, r_{45}, r_{90}\). Application of Eq. (6) yields \(G_{12} = -0.43, G_{22} = 0.88\) and \(G_{33} = 2.59\). According to the considerations made in Beese and Mohr (2011), the initial back stress for the cold-rolled material is assumed to take the special form

\[
X = X_0 (e_1 \otimes e_1 - e_3 \otimes e_3)
\]

(35)

where the 1-direction corresponds to the rolling direction, and the 3-direction to the through thickness direction.

The initial deformation resistance \(k_0\) and the initial back stress \(X_0\) are determined from the tension/compression asymmetry of the material response (Fig. 2a). Denoting the absolute values of the initial yield stresses under tension and compression as \(Y_t\) and \(Y_c\), respectively, we have

\[
k_0 = \frac{1}{2} (Y_t + Y_c) \quad \text{and} \quad X_0 = \frac{1}{3} (Y_t - Y_c).
\]

(36)

At 0.2% plastic proof strain, we have \(Y_t \equiv 450\) MPa and \(Y_c \equiv 510\) MPa, and thus, \(k_0 = 480\) MPa and \(X_0 = -20\) MPa.
The hardening parameters \( \mathbf{a} = \{A, n, \sigma_0, Q, \tau, C_1, C_2, \gamma_1, \gamma_2, h\} \) are identified through optimization. Simulations for pure uniaxial tension followed by compression are performed on a single element. The true stress versus logarithmic strain curve is computed for each experiment and compared with the corresponding experimental result. The cost function is expressed as

\[
\Gamma_f(\mathbf{a}) = \sqrt{\frac{4}{\sum_{j=1}^{m} \frac{\sum_{n=1}^{N} \left( \sigma_{\text{SIM}}^{\exp}_{m,n} - \sigma_{\text{EXP}}^{m,n} \right)^2}{M_j}}}
\]

(37)

where the subscript \( j = 1, 2, \ldots, 4 \) differentiates among the stress–strain curves for different levels of pre-strain; \( M_j \) denotes the total of experimental data points used for the computation of the residual for the experiment \( j \). The seed model parameters listed in Table 1 are obtained from minimizing \( \Gamma_f(\mathbf{a}) \).

4.2. Identification step II: full inverse parameter identification

4.2.1. Finite element model

A finite element model is built to simulate all NCT experiments. Special attention is paid to the modeling of the post-necking response. Assuming a symmetric mechanical system, one eighth of the entire specimen is modeled using first-order solid elements with reduced integration (element type C3D8R of the Abaqus element library). The mesh features a total of 34,488 elements with eight elements along the half-thickness of the specimen. The size of the mesh is chosen such that the predicted equivalent plastic strain at fracture initiation converged (less than 2% change upon further mesh refinement). The computed axial displacement is reported for the gage section point that corresponds to the position of the DIC extensometer in the experiments. All simulations are performed under displacement control with the displacement pre-
(1) The first criterion $\Delta_1$ evaluates the relative error in the value of the predicted maximum load.

$$\Delta_1 = \frac{\max\{F_{\text{EXP}}^i\} - \max\{F_{\text{FEA}}^i\}}{\max\{F_{\text{EXP}}^i\}}$$

(40)

(2) The second criterion $\Delta_2$ evaluates the relative error in the overall predicted drop of the load from its maximum value to its value at fracture.

$$\Delta_2 = \left[ \left( \max\{F_{\text{EXP}}^i\} - F_{\text{EXP}}^i \right|_{u_{\text{EXP}} = u_{\text{EXP}}^f} - \left( \max\{F_{\text{FEA}}^i\} - F_{\text{FEA}}^i \right|_{u_{\text{EXP}} = u_{\text{EXP}}^f} \right) \right]$$

$$\left( \max\{F_{\text{EXP}}^i\} - F_{\text{EXP}}^i \right|_{u_{\text{EXP}} = u_{\text{EXP}}^f}$$

(41)

(3) The third criterion $\Delta_3$ evaluates the relative error in the value of the displacement at predicted maximum load.

$$\Delta_3 = \frac{u_{\text{EXP}}^i \big|_{F_{\text{EXP}}^i = \max(F_{\text{EXP}}^i)} - u_{\text{FEA}}^i \big|_{F_{\text{FEA}}^i = \max(F_{\text{FEA}}^i)}}{u_{\text{EXP}}^i \big|_{F_{\text{EXP}}^i = \max(F_{\text{EXP}}^i)}}$$

(42)

This set of criteria has been constructed in an attempt to obtain an accurate prediction of the macroscopic specimen response in the post necking range.

The optimal set of parameters $\mathbf{a}_{\text{opt}}$ is then determined through the minimization of the cost function,

$$\mathbf{a}_{\text{opt}} = \arg\min_{\mathbf{a}} \Gamma_{\text{fit}}[\mathbf{a}].$$

(43)

The minimization is performed using a derivative-free Nelder-Mead algorithm as implemented in the software Matlab (v.7). The final set of parameters as obtained after 84 iterations is given below the seed values in Table 1. In the material chosen for this study, the set of seed parameters already provided satisfying accuracy, and the optimization of the seed parameters provided only minor improvements. However, this method was found necessary for other materials featuring early buckling or pronounced tension-compression asymmetry.

4.3. Model verification for reverse loading

The comparisons of the measured and predicted stress—strain curves for uniaxial tension-compression (UTC) are shown in Fig. 6a. The remainder plots in Fig. 6 show the force—displacement curves extracted from finite element simulations (solid lines) of the NCT specimens next to the experimental measurements (solid dots). The corresponding surface strain (axial strain at the specimen center as averaged over a distance of 2 mm) evolutions are shown on the blue secondary axis. The proposed model predicts accurately the load—displacement relation for all experiments. The magnitude of the maximum load as well as the corresponding displacement are well captured. The post necking behavior is well predicted as the load drop corresponds to the experimental measurement for all levels of pre-compression.

A comparison of the computed and measured surface strain evolutions shows that the proposed plasticity model is able to provide reasonable estimates of the surface strains in the area of localized necking for all levels of pre-strain. However, the surface strain history plots are more sensitive to model inaccuracies. For example, the simulation for loading reversal after a pre-strain of $-0.09$ (Fig. 6e) overestimates the surface strain at the instant of fracture by as much as 14% (0.41 versus 0.36 in the experiment). The predicted force—displacement curve on the other hand agrees well with the experiment. With the goal of identifying the loading paths to fracture for monotonic and reverse loading, the model performance has only been assessed for these loading conditions in the context of the present work. The reader is referred to the work by Yoshida and co-workers for a more comprehensive validation of the main model ingredients.

For reference, we also repeated the entire calibration and validation procedure with the Chaboche model, i.e. for the CCY-model with no work hardening stagnation and associated plastic flow. The corresponding results are shown as dashed curves in Fig. 6. The Chaboche model also provides good predictions of the macroscopic force—displacement curves, but it tends to overestimate the strains inside the neck.

Remark. Thickness profiles can also be used for “local” validation. We had prepared these for specimens extracted from a different batch of sheets that had been tested much earlier (and hence featured slightly different mechanical properties). We also had calibrated both the CCY and Chaboche model for those sheets which resulted in similar agreement of the simulated and measured force—displacement curves as for the material above. Selected experimental (solid dots) and simulated
thickness profiles (solid lines) are shown in Fig. 7. As for the surface strain measurements, the simulation results agree reasonably well with the experimental measurements. In particular, good agreement is observed for the ratio of the strains outside and inside the neck (e.g. 0.55 outside the neck vs 0.35 inside the neck in the case of monotonic tension). Unfortunately, we could not repeat the thickness profiles measurements on the current batch of specimens due to the shortage of material.

4.4. Model verification for monotonic multi-axial loading

The stress state sensitivity of the fracture initiation on DP780 steel sheets had been determined in Mohr and Marcadet (2015) using

- a flat 10 mm wide specimen with a lateral notch (R = 6.67 mm) for plane strain tension (Dunand and Mohr, 2010);
- a flat 20 mm wide specimen with a central hole (R = 20 mm) for uniaxial tension (Dunand and Mohr, 2010);
- a butterfly specimen (Dunand and Mohr, 2011) with reduced thickness gage section for shear;
Here, all experiments are repeated on the specimens extracted from the new batch of sheets closely following the experimental procedures outlined in Mohr and Marcadet (2015). The monotonic experiments are simulated using the CCY plasticity model as calibrated based on the reverse-loading experiments. The comparison of the measured force–displacement curves (dotted curve) with the simulation results (solid curves) shown in Fig. 8 confirms the model’s ability to provide good predictions of the overall specimen responses. For reference, we also performed these simulations with the Chaboche

Fig. 7. Thickness profiles at the instant of inset of fracture as measured experimentally (solid dots) and extracted from numerical simulation (CCY = solid lines, Chaboche = dashed line) after pre-compression up to a surface strain of (a) 0, (b) 0.08, and (c) 0.12; note that the results are shown for specimens extracted from a different batch of DP780 sheets.
model which yields less accurate predictions. In particular, the force decrease for notched tension is predicted too early. As a result, the strain at the specimen center at the instant of onset of fracture is overestimated.

5. Effect of loading reversal on ductile fracture initiation

The effect of pre-compression is investigated at the specimen level to gain insight into the different ductility of material points that undergo monotonic stretching as compared to those that are subject to compression—tension cycles when a sheet is drawn over a radius or when hinge lines propagate during the folding of box structures. The uniform state of the sheet after production (rolling, etc.) is therefore considered as the reference state of zero strain and the strain introduced thereafter up to the point of failure is reported as fracture strain.

5.1. Characterization of the stress state

The plasticity model is anisotropic due to the Hill’48 flow potential and the non-zero back stress. However, for the sake of simplicity and due to the lack of experimental data for different material orientations, it is assumed that the fracture response is not affected by the orientation of the stress tensor with respect to the material coordinate system. The stress state is thus characterized through the stress triaxiality and the Lode angle parameter (which are both isotropic measures). The stress triaxiality \( \eta \) is proportional to the ratio of the first invariant of the Cauchy stress tensor, \( I_1 \), and the second invariant of the deviatoric stress tensor, \( J_2 \).

\[
\eta = \frac{\sigma_m}{\sigma_{VM}} \quad \text{with} \quad \sigma_m = \frac{1}{3} \text{tr} \left[ \sigma \right] = \frac{I_1}{3} \quad \text{and} \quad \sigma_{VM} = \sqrt{\frac{3}{2} \text{dev}[\sigma] : \text{dev}[\sigma]} \tag{44}
\]

The dimensionless Lode angle parameter, \( \bar{\eta} \), measures the ratio of the second and third invariants of the deviatoric stress tensor, \( J_2 \) and \( J_3 \). Its mathematical definition reads

\[
\bar{\eta} = 1 - \frac{2}{\pi} \arccos \left[ \frac{3 \sqrt{3}}{2} \frac{J_3}{\sqrt{J_2^3}} \right] \tag{45}
\]

with

\[
J_3 := \text{det}(\text{dev}[\sigma]). \tag{46}
\]

5.2. Effect of pre-compression on results for notched tension

Fig. 9b shows the computed equivalent plastic strain distribution inside the neck of the notched tensile specimens at the instant of fracture initiation, while Fig. 9c depicts the corresponding thickness profiles. The red dots on the specimen surface in Fig. 9b highlight the position of the 2 mm DIC surface extensometer. In a first approximation, both the average axial strain and the thickness reduction at the instant of fracture are unaffected by the amount of pre-compression. The axial (engineering) strain measured by the DIC surface extensometer is about 0.35 and the thickness reduction is about 30%. However, the shape of the neck and the strain distribution inside the neck are strongly influenced by the amount of pre-compression which results in an increase of the local equivalent plastic strain to fracture as a function of the pre-strain (Fig. 9a), ranging from \( \tau_f = 0.57 \) for monotonic tensile loading to \( \tau_f = 0.77 \) for fracture after pre-compression to a local equivalent plastic strain of 0.13.

In the initial compressive phase of loading, the thickness of the specimen is increased. At the same time, the isotropic hardening capacity in the tensile loading phase decreases as a function of the pre-strain; as a result, the localization of deformation inside the neck is more pronounced which causes a steeper thickness gradient in the vicinity of smallest cross-section (compare the slopes of the thickness profiles in Fig. 9c). A more detailed description of the evolution of the thickness and state variables at the location of fracture initiation in the NCT-13 experiment is given in Fig. 10. In addition to the force–displacement curve (Fig. 10a),

- Fig. 10b shows the evolutions of the deformation resistance \( k \) (solid line), the back stress tensor component \( \sigma_{(1)} \) (dashed line), and the back stress tensor component \( \sigma_{(2)} \) (dotted line);
- Fig. 10c shows the evolution of the von Mises equivalent stress;
- Fig. 10d shows the evolution of the longitudinal thickness profile;
- Fig. 10e shows the evolution of the equivalent plastic strain as a function of the stress triaxiality (so-called “loading path to fracture”).
Stagnation \((\beta < 1)\) takes place between points \(\circledast\) and \(\odot\) and reaches its maximum \((\beta = 0)\) at point \(\odot\). At this point, both isotropic hardening and transient softening are inactive, while the kinematic hardening term associated with the Bauschinger effect is the only active hardening mechanism. At the same time, through-thickness necking initiates during the phase of hardening stagnation (compare the thickness profiles \(\odot\) and \(\odot\) in Fig. 10d). Full hardening resumes beyond point \(\odot\) (Fig. 10c).

Stagnation \((\beta < 1)\) takes place between points \(\circledast\) and \(\odot\) and reaches its maximum \((\beta = 0)\) at point \(\odot\). At this point, both isotropic hardening and transient softening are inactive, while the kinematic hardening term associated with the Bauschinger effect is the only active hardening mechanism. At the same time, through-thickness necking initiates during the phase of hardening stagnation (compare the thickness profiles \(\odot\) and \(\odot\) in Fig. 10d). Full hardening resumes beyond point \(\odot\) (Fig. 10c).

It is well known in the literature that the strain hardening capacity affects the geometry of the neck (e.g. Pardoen et al., 2004). Here, the strain hardening capacity is affected in several ways by the pre-compression: the total isotropic hardening capacity decreases as a function of the pre-strain. However, this effect is competing with the hardening capacity in the Bauschinger transition, modelled by the kinematic hardening. During the stagnation phase, the rate of strain hardening is very low (between point \(\odot\) and \(\odot\) in Fig. 10c), leading to a more localized evolution of the neck. The consequence on the evolution of triaxiality is observed in Fig. 10e, where there is a rapid increase of the triaxiality as a function of the plastic strain between point \(\odot\) and \(\odot\). Following the stagnation phase (after point \(\odot\)), there is a short phase of significant increase of the rate of...
hardening (Fig. 10c), leading to a more diffused evolution of the neck. In Fig. 10e, there is temporarily almost no evolution of the triaxiality with respect to the plastic strain after point ③.

5.3. Hosford-Coulomb fracture initiation model

Assuming that the onset of fracture is imminent with the onset of localization at the microscale, the Hosford-Coulomb model has been developed based on the results from 3D unit cell computations for proportional loading (Dunand and Mohr, 2014). In particular, it is postulated that ductile fracture initiates after proportional loading when the linear combination of the Hosford equivalent stress and the normal stress acting on the plane of maximum shear exceeds a critical value (Mohr and Marcadet, 2015),

\[ \sigma_{HF} + c(\sigma_I + \sigma_{III}) = b_0 \] (47)

with

\[ \sigma_{HF} = \left\{ \frac{1}{2} \left[ (\sigma_I - \sigma_{II})^a + (\sigma_{II} - \sigma_{III})^a + (\sigma_I - \sigma_{III})^a \right] \right\}^{\frac{1}{a}}. \] (48)

After transformation of the Hosford-Coulomb criterion into mixed strain-stress state space, the strain to fracture for proportional loading reads,
with the Lode angle parameter dependent trigonometric functions

\[ f_1(\bar{\eta}) = \frac{2}{3} \cos \left[ \frac{\pi}{6} (1 - \bar{\eta}) \right], \quad f_2(\bar{\eta}) = \frac{2}{3} \cos \left[ \frac{\pi}{6} (3 + \bar{\eta}) \right] \quad \text{and} \quad f_3(\bar{\eta}) = \frac{2}{3} \cos \left[ \frac{\pi}{6} (1 + \bar{\eta}) \right]. \]

(50)

with the transformation parameter \( p = 0.1 \) (Roth and Mohr, 2014), and the fracture model parameters \( \{a, b, c\} \). Note that the Hosford exponent \( a \) controls the effect of the Lode angle parameter, while the friction coefficient \( c \) primarily controls the effect of the stress triaxiality on the strain to fracture. The model parameter \( b \) is a multiplier controlling the overall magnitude of the strain to fracture. It is defined such that it is equal to the strain to fracture for uniaxial tension (which is the same as that for equi-biaxial tension).
To predict the onset of fracture after non-proportional and non-monotonic loading, the above criterion is embedded into a damage indicator model framework. Let $D \in [0,1]$ denote a scalar damage indicator, with the initial value $D = 0$ for the undeformed material, and $D = 1$ for the deformed material at the instant of fracture initiation. The evolution of the damage indicator is then related to the evolution of the equivalent plastic strain using a stress state dependent non-linear damage accumulation rule (Papasidero et al., 2015),

$$dD = m \left( \frac{\tau_p}{\tau_f^0[\eta, \bar{\sigma}]} \right)^{m-1} \frac{d\varepsilon_p}{\tau_f^0[\eta, \bar{\sigma}]}.$$

(51)

Irrespective of the choice of the damage accumulation exponent $m > 0$, the condition $D = 1$ is fully equivalent to the direct application of (49) for proportional loading. In the case of non-proportional loading, values of $m < 1$ put more weight on the effect of the stress state at the early stage of loading, whereas values of $m > 1$ emphasize the effect of the stress state right before fracture initiation. In the case of $m = 1$, the so-called linear damage accumulation rule is retrieved (e.g. Bai and Wierzbicki, 2010).

5.4. Model identification and verification

For each experiment performed, we extract the loading path to fracture, $\tau_p = \tau_p[\eta, \bar{\sigma}]$, at the location within the specimen, where the highest equivalent plastic strain is achieved in the corresponding numerical simulation. The solid lines in Fig. 11a depict the loading paths to fracture in the strain versus stress triaxiality plane for eight different experiments. The end of each path corresponds to the instant of fracture initiation.

Fig. 11. (a) Loading paths to fracture as extracted from finite element simulations of all fracture experiments up to the instant of fracture initiation (end point of solid lines); the Hosford-Coulomb fracture initiation model predictions are shown as solid dots; (b) strain to fracture for proportional loading as a function of the Lode angle parameter and the stress triaxiality; (c) evolution of the damage indicator at the location of fracture initiation in compression–tension experiments.
The four fracture initiation model parameters \(\{a, b, c, m\}\) are identified based on the loading paths using a gradient free inverse parameterization algorithm (Nelder-Mead minimization in Matlab). The results for the shear (SH), central hole tension (CH) and the monotonically loaded NCT-specimen (NCT-0) are included in the calibration procedure for \(\{a, b, c\}\) to cover a wide range of stress states; in addition, the reverse loading experiment NCT-9 is included in the data basis to identify the damage accumulation exponent \(m\). After launching the identification procedure with the seed values \(\{1.5, 0.7, 0.01, 0.8\}\), the “optimal” parameters \(a = 1.65, b = 0.64, c = 0.05\) and \(m = 0.45\) are obtained after 76 iterations. Fig. 11b shows a 3D plot of the identified Hosford-Coulomb criterion \(\sigma_{eq} = \frac{\sigma_{y}}{\sqrt{2}} |\gamma, \partial\) for proportional loading. The characteristic strains to fracture of pure shear, uniaxial tension and plane strain tension are 0.81, 0.64 and 0.51.

The resulting model predictions of the instants of fracture initiation are shown as solid dots in Fig. 11a. The solids dots lie exactly on top of the ends of the loading paths for the calibration experiments (black lines) which indicates that the model has sufficient mathematical flexibility to be fitted to the experimental data. The blue dots predict the instants of fracture for the four experiments that have not been included in the calibration procedure. As for the calibration experiments, the blue dots (model predictions) lie approximately on top of the ends of the loading paths for the calibration experiments (black lines) which indicates that the model has predicted the material response in different monotonic experiments (notched tension, tension with a central hole and pure shear) and for different levels of reverse loading. The plasticity model predictions agree well with the results from all experiments, including the evolution of the surface strains at the specimen center.

### 6. Conclusions

Large strain compression–tension fracture experiments are performed on uniaxial and notched flat specimens extracted from dual phase steel sheets (DP780). High compressive in-plane strains (of up to 13%) are achieved using a floating antibuckling device. The relative displacement of the specimen boundaries as well as local strains on the specimen surface are measured using digital image correlation. A Combined Chaboche-Yoshida (CCY) model is proposed to account for the observed Bauschinger effect, transient softening and work hardening stagnation. The material parameter identification based on notched compression–tension experiments for very large strains is shown in detail. Subsequently, the model is applied to predict the material response in different monotonic experiments (notched tension, tension with a central hole and pure shear) and for different levels of reverse loading. The plasticity model predictions agree well with the results from all experiments, including the evolution of the surface strains at the specimen center.

The extracted loading paths to fracture show a significant increase of the strain to fracture as a monotonic function of the applied pre-strain. For example, applying a pre-strain of 0.13 increases the strain to fracture from 0.57 (for monotonic loading) to 0.66 (for monotonic loading).

### Table 2

<table>
<thead>
<tr>
<th></th>
<th>NCT-0</th>
<th>NCT-3</th>
<th>NCT-6</th>
<th>NCT-9</th>
<th>NCT-13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-compression strain</td>
<td>0.56</td>
<td>0.60</td>
<td>0.73</td>
<td>0.75</td>
<td>0.77</td>
</tr>
<tr>
<td>Fracture strain</td>
<td>0.56</td>
<td>0.66</td>
<td>0.67</td>
<td>0.66</td>
<td>0.64</td>
</tr>
</tbody>
</table>
to 0.77. The transient hardening of the material and the local thickening of the sheet during compression delay the formation of a neck and the consequent increase in triaxiality (and the consequent decrease in the Lode parameter). A Hosford–Coulomb damage indicator model with a non-linear damage accumulation rule is calibrated and validated based on the experimental data. The model predictions agree well with all experimental results for the DP780 steel with a maximum relative error of 5% in the strains to fracture. It is worth noting that the same phenomenological damage accumulation rule provided an accurate description of proportional and non-proportional experiments on aluminum 2024-T351 (Papasidero et al., 2015).
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